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Abstract—Technology scaling has an increasing impact on the
resilience of CMOS circuits. This outcome is the result of (a)
increasing sensitivity to various intrinsic and extrinsic noise
sources as circuits shrink, and (b) a corresponding increase in
parametric variability causing behavior similar to what would
be expected with hard (topological) faults. This paper examines
the issue of circuit resilience, then proposes and demonstrates a
roadmap for evaluating fault rates starting at the 45nm and going
down to the 12nm nodes. The complete infrastructure necessary
to make these predictions is placed in the open source domain,
with the hope that it will invigorate research in this area.

I. INTRODUCTION

It is a well-known fact that integrated circuits can fail. Such
failure, broadly, can result from: (a) manufacturing defects
which change the topology of the circuit, i.e. via shorts or
opens; (b) signal corruption resulting from internal or external
noise which causes the circuit to misbehave; or (c) failure of
the circuit to meet its specification in terms of frequency of
operation, power, or similar metric. In this context, we say
that a circuit is more resilient if it is able to tolerate increased
levels of faults and noise.

Focusing on digital synchronous CMOS circuits, we can
narrow the resilience issue to a more manageable discussion,
since measures of the performance and correctness of such
circuits are readily available and highly standardized. Consider
a metric like logic functionality: we can clearly state that the
logical output of a CMOS inverter must be the logic inverse
of its input, or that a latch must maintain its output value
until the next clock pulse. More complex metrics like timing
or power are somewhat harder to express simply, but there is
an abundance of checking tools that do an excellent job of
determining correctness and identifying specific failures.

Traditionally, the difference between the so called ”hard”
and ”soft” failures has been based on whether the fault
causes a topological change in the circuit, which typically
causes incorrect behavior under all conditions, versus merely
changing the electrical parameters of various devices and thus
causing faulty behavior. For example, a short or an open can
cause a CMOS inverter to have its output ”stuck at” a logic 1
or a 0, while a shift in a parameter such as gate oxide thickness
has the more subtle effect of changing the time necessary for
the inverter to change its state, i.e. the inverter delay.

However, under certain conditions excessive parametric
variability can cause circuit behavior consistent with a per-

manent or hard fault. The canonical example of this case in
present day (e.g. 65nm CMOS) technologies is static random
access memory (SRAM), where the need for density leads
to using the smallest devices possible. These small devices
are especially susceptible to various scaling-related sources
of variability like Random Dopant Fluctuations (RDF) and
Line Edge Roughness (LER). For SRAM, excessive device
variability can lead to scenarios where a particular SRAM bit
cannot be read or written, or where reading one bit causes
a neighboring bit to change value. This behavior has been
recognized for some time now, and many researchers have
examined the causes, developed detailed statistical analysis
methodologies, and proposed solutions. In fact, the sophis-
tication of current schemes for dealing with SRAM faults,
like redundancy, parity checking, and error correction, are a
testimony to the recognition of this problem.

In addition to the parametric variability mentioned above,
we note that as circuits get smaller they become more sensitive
to various forms of noise. As the so-called ”critical charge”
being held in a memory element reduces, the potential for an
errant noise source impacting that charge increases.

Our goal in this paper is to show that continued technology
scaling will cause the type of behavior currently observed
in SRAM to become much more pervasive. This observation
stands to reason since as technologies scale and devices shrink,
what once was a small SRAM-sized transistor for one node
(e.g. 65nm) will be quite similar in size to a nominally sized
transistor two nodes later (e.g. 32nm). To demonstrate these
trends in concrete terms, we will develop a resilience roadmap
which focuses on predicting circuit resilience for future tech-
nologies. This roadmap will focus on the manner with which
technology scaling impacts circuit resilience, holding constant
the current circuit implementation styles and topologies. It
is understood and expected that as these resilience problems
become important, innovations at the device, circuit, and
architecture levels will be occur. Our goal in this work is
to develop a rational methodology for predicting when these
types of innovations are going to be necessary.

The outline of the paper is as follows. We first detail our
basic modeling assumptions in dealing with future technolo-
gies, their variability, and anticipated sources of noise. Next
we explain our methodology in creating scaled versions of
three canonical circuits: a CMOS inverter, latch, and SRAM
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Fig. 1. LER induced variation becomes more pronounced as gate length
scales below 20nm.

bit. We then show a simple statistical analysis methodology
to measure the fail rates of these circuits and provide results
for our three canonical circuits. Finally, we close with some
ideas for possible applications of this roadmap, and conclude
by providing the web location where all the associated models,
scripts and documentation for this open roadmap can be found.

II. PREDICTIVE TECHNOLOGY MODELING

The prediction of future device characteristics is based
on the Predictive Technology Model (PTM), from the 45nm
node to the 12nm node [1]. PTM uses a set of physical
equations that capture the essential behavior of charge and
carrier transport, rather than the full set of BSIM models [2].
The electrostatic models emphasize the dependence of the
threshold voltage (Vth) on physical aspects of the device like
channel length (e.g. drain-induced barrier lowering -DIBL),
channel doping, HALO implant, etc. The transport part of
the model adopts the velocity saturation model with overshoot
behavior [2]. Moreover, the impact of layout dependent stress
effects is embedded into predictive models of the mobility and
threshold voltage.

In addition to nominal PTM models, this work further inte-
grates a suite of predictive models of random, systematic, and
temporal variations. Variability and reliability effects usually
manifest themselves as parameter fluctuations in a CMOS
transistor, such as the channel length, gate oxide thickness,
the threshold voltage. These fluctuations may be static, i.e.
occurring during fabrication, or dynamic (e.g., aging effect),
and they can be spatially or temporally distributed. The exact
amount of the fluctuation further depends on layout and
operational conditions. A generic modeling solution to abstract
these effects into circuit simulation is to identify the key
device parameters under the influence of variability, and build
variational models for them on top of the existing standard
device model. Such a model of handling variability, i.e. as an
external module on top of a standard device model, affords
great flexibility in terms of model customization; and offers a
convenient approach to integration with nominal device model
and circuit simulation tools.

 
Fig. 2. The prediction of Vth increase in 7 years due to NBTI.

As an example, the effects of random dopant fluctuations
(RDF) and line-edge roughness (LER) can be captured as
variations in the threshold voltage [3]. Both RDF and LER
are intrinsic to the CMOS structure, and they are known
to be two of the most important phenomena imposing the
ultimate limits on technology scaling. They both stem from
atomistic-level fluctuations, and are truly random in nature. As
the device size scales down, the amount of this randomness
is rapidly escalating. Based on the underlying physics and
atomistic simulations, compact models of Vth variation under
RDF and LER are developed in order to predict their impact
on future circuit performance [3]. As shown in Fig. 1 [3], the
effect of LER on Vth variation may be comparable to that by
RDF starting at around the 22nm node, severely affecting the
leakage and SRAM cell stability. Other fundamental variations
covered in this modeling set include carrier mobility and the
stress effect.

Besides static variations due to the fabrication process, this
work incorporates the temporal degradation of CMOS devices,
especially the effect of negative-bias-temperature-instability
(NBTI). NBTI occurs in the P-Channel device and causes an
increase in the magnitude of Vth. As the gate oxide becomes
thinner than 4nm, NBTI-induced shift in Vth has become the
dominant factor limiting device lifetime and circuit reliabil-
ity [4]. The exact amount of Vth shift is a strong function of
both device parameters and circuit operation conditions such as
the switching activity. This work adopts NBTI models in [4],
[5] to project the increase of Vth in typical high-performance
and low-power applications. Figure 2 presents that prediction;
these values are integrated into nominal PTM model files to
assess the impact on circuit reliability.

In addition to intrinsic parameter variations, it is possible to
also model the impact of extrinsic noise sources, such as soft
errors due to particle strikes [6]. Due to space constraints, we
will only show the general methodology for accomplishing
this task, and defer a more complete treatment to a future
publication. There are an abundance of extrinsic noise particles
that can cause circuits to fail, depending on their environment:
alpha particles, neutrons, heavy-ions, solar event protons,
etc. So in the context of this roadmap, one can propose a



Fig. 3. A CMOS inverter.

framework for predicting the impact of such noise on circuit
failure by modeling a generic particle strike as a triangular-
shaped current pulse injected into a sensitive circuit node. The
pulse height and width can be calibrated to that of a pulse
induced by realistic high-energy particle [7], [8].

Temporal noise sources other than particle strikes, such
as Vdd variations or intrinsic effects like shot, thermal, and
random telegraph noise are not considered in this iteration of
the roadmap and are left to future work and contributions from
the greater research community.

Overall, predictive models of variability and reliability in
this work emphasize intrinsic variations and temporal effects,
since they are fundamental to the CMOS structure and have a
far-reaching impact on future IC design, especially for devices
with minimum feature sizes. By abstracting these effects into
appropriate device parameters, it provides a solid and flexible
basis for benchmarking the reliability of various circuits.

III. BASIC CIRCUIT SCALING

Our purpose in creating this roadmap is to show trends in
failure rate as technology moves forward. In order to illustrate
this in as unbiased a manner as possible, it is necessary to
show the impact of technology scaling independent of any
other changes or innovations that might occur to the basic
circuits on which the roadmap is based. Thus it is necessary
to develop a methodology for scaling these circuits across the
various technologies in a realistic manner.

Consider the example of a simple CMOS inverter, made up
of one N-Channel and one P-Channel MOSFET, and shown
in Figure 3. We make the following assumptions:
• The length of the N and P-Channel devices are the same

(see Table I).
• The supply voltage (Vdd) is set to whatever the technol-

ogy roadmap recommends as the appropriate voltage for
that technology (see Table I).

• The length is fixed to be the nominal channel length for
the technology in question.

• The width of the N-Channel device is arbitrarily fixed
at 8× the length. This is a reasonable assumption for a
typical mid-performance logic cell family.

• The ratio of the P-Channel to N-Channel widths is such
that the rise and fall times of this inverter, when composed
in a long chain of inverters, are equal.

The first part of our scaling methodology is to determine
how the P to N-Channel width ratio scales. We do this by

+ 

Fig. 4. A chain of CMOS inverters used to estimate the optimal P to N-
Channel width ratio.

TABLE I
CHARACTERISTICS AND SCALING RESULTS FOR TECHNOLOGIES

CONSIDERED IN THIS ROADMAP.

Technology L (nm) Vdd (V) P to N ratio Pair Delay (ps)
45nm 45 1.0 1.02 18.94
32nm 32 0.9 0.96 15.96
22nm 22 0.8 0.91 13.40
16nm 16 0.7 0.81 10.36
12nm 12 0.65 0.84 9.49

composing the circuit shown in Figure 4 made up of a chain
of seven CMOS inverters in series, and we examine the
waveforms of the two inverters in the middle of the chain.
We use the middle of the chain to minimize the effect of the
input waveform and the terminating load on the waveforms
in question. We measure the 20%–80% transition times for
the two waveforms, one of which is rising and one falling.
We then perform a binary search to find the value of P to
N-Channel widths which results in the rise and fall times
being equal, terminating when we have determined that ratio
to within +/– 0.01. The number of iterations required to find
the optimum ratio is typically about 10. For the technologies
under consideration, the resulting ratios are shown in Table I.

Once the P to N-Channel width ratio is determined, the
second challenge is scaling time (or frequency). This is needed
for two distinct reasons:

1) The correct performance of any complex digital circuit
such as a latch or an SRAM is determined in the context
of that circuit producing the expected output within an
appropriate time window. We need a way in which that
time window scales consistently.

2) To make sure the circuits are operating in a realistic range,
we often need to provide the appropriate output termina-
tion, i.e. output load. Such a load is often represented as
a lumped capacitor, and the value of that capacitor would
be expected to scale in a manner similar to time scaling.

We choose to determine this time scale by using the so-
called ”pair delay” of a fanout-of-four inverter. This is defined
as the total delay (measured at 50% of the supply voltage) of
a series pair of inverters, each of which has a total load equal
to four copies of itself. To do this we simply create the circuit
shown in Figure 5 and measure the pair delay directly. The
results are shown in Table I.

Now that we have a methodology for model scaling and for
circuit scaling, we can perform our roadmap study in the next
sections.



+ 

3x 3x 3x 3x 3x 3x 3x 

Fig. 5. An FO4 chain of CMOS inverters used to estimate the pair delay.

IV. FAILURE STUDY METHODOLOGY

We want to estimate the probability of failure of each of the
three circuits selected for this study, a CMOS inverter, a latch,
and an SRAM bit cell. First, we examine failures caused by
manufacturing variability, represented by the fluctuations in
parameter values of the underlying MOSFET devices. This
is equivalent to asking: if I manufactured a large number of
copies of this circuit, what proportion would not be functional?
Stated in this manner, this probability of failure is directly
related to the yield of the individual circuit of interest. In later
sections we show how we also estimate the impact of NBTI
and extrinsic noise on this failure probability.

In order to estimate failure probability we need a clear
definition of what constitutes failure. Each circuit has multiple
failure modes, so the definition of failure even for a single
circuit can be quite complex. We choose to take a pragmatic
approach to this problem, and to define a single failure metric
for each of the three circuits of interest. Given our desire
to make this roadmap and its underlying implementation
available to others for enhancement and further study, we fully
expect other researchers will enhance our simple failure model
to produce a more complete and general one.

As a concrete example of this pragmatic approach we start
with our simplest circuit, the CMOS inverter, and define failure
as the point at which the inverter can no longer produce a zero
on its output, i.e. the point at which the inverter appears to be
stuck at 1. Conceptually, this happens if the P-Channel device
has very high leakage, and if the N-Channel device is so weak
that sinking the P-Channel leakage current causes its drain-to-
source voltage to be larger than half the supply voltage. A
more natural way of defining this fault is as the condition
under which the falling delay of the CMOS inverter becomes
infinite.

Now that we have a circuit and a particular failure mode,
we need to define what we call the worst case direction. To
do so, we first need to define the input parameter space of
interest, i.e. the sources of manufacturing variability that we
will include in our analysis. For the CMOS inverter example,
we select the following:
• Channel length deviation, which is assumed to follow a

zero-mean normal distribution, and is used for all (both
P and N-Channel) devices in the circuit.

• P-Channel threshold voltage deviation, which is assumed
to follow a zero-mean normal distribution.
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Fig. 6. Illustrating the determination of the worst case direction based on
individual parameter sensitivities.

• N-Channel threshold voltage deviations, same as above.
• P-Channel mobility deviation, which is assumed to follow

a zero-mean normal distribution.
• N-Channel mobility deviation, same as above.

Thus the input parameter space is of dimension 5 in this
case. Since all the distributions are normal and have zero mean
and are uncorrelated with each other, we can further simplify
our representation of this parameter space by normalizing each
parameter by its standard deviation (a practice called standard-
ization). In this space the origin is the nominal point, and the
hypersphere of unit radius one is one standard deviation away
from the mean.

In this input space, the worst case direction is that direction
along which the performance metric of interest degrades.
We can estimate this worst case direction by performing a
simple perturbation study, changing one parameter at a time,
and determining the sensitivity of the performance to each
parameter. In our implementation, we drastically simplify this
problem by only using the sign of the sensitivity, rather than
its value, and by assuming that the sensitivity is constant
throughout the input space. Far more complex methodologies
have been proposed by researchers over the years, a recent
example is [9] and a more complete treatment can be found
in [10]; we are confident that such researchers will enhance the
accuracy of this roadmap by implementing more sophisticated
methods for finding the failure probability. A simple two-
dimensional example of this worst case direction determination
is shown in Figure 6.

Once the worst case direction is set, we seek the point
along that direction where the circuit first fails. We do this
by performing a simple binary line-search along that direction,
stopping when we have determined the distance to within 0.02
sigma (recall that the space is normalized so that all of our
statistical values have zero mean and unit standard deviation).
Denoting this distance by Df , we define the probability of
success ζ as being inside the hypersphere of radius Df . We
can compute ζ in N dimensional space as follows:

ζ = (2Φ(x)− 1)N (1)

Where Φ is the standard cumulative distribution function for



TABLE II
WORST CASE DIRECTION FOR A SIMPLE CMOS INVERTER.

L PVth NVth P µ N µ
+ - + + -

TABLE III
ROADMAP PREDICTIONS FOR A SIMPLE CMOS INVERTER.

Technology Distance Df Probability ζ
45nm – ≈ 0
32nm – ≈ 0
22nm – ≈ 0
16nm 16.1 2.4e-58
12nm 13.1 1.2e-39

a normal distribution:

Φ(x) =
1√
2π

∫ x

−∞
e−t2/2dt =

1
2

[
1 + erf

(
x√
2

)]
(2)

Table II shows the worst case direction for the CMOS
inverter and Table III shows the distance and failure probability
as a function of technology. Note that for current technologies
the distance from the origin is so far that the probability is
essentially zero. A comforting fact since we expect a simple
circuit like a CMOS inverter to be extraordinarily robust. A
less comforting conclusion is the trend obvious in the results,
which we will come back to in our conclusions.

A. CMOS Latch

We perform a similar failure analysis as described in the
previous section for a conventional D type CMOS latch
(Figure 7) taken from [11] (where it is referred to as being the
DSTC latch). While the CMOS inverter has a single failure
mode due to variability (failure to switch), a latch can fail in
two different ways assuming stable inputs:
• Write Latency: Failure to propagate the D → Q value

within a clock cycle.
• Hold: Failure to maintain the output Q value within a

clock cycle.
For simplicity we only consider the write latency failure

mode. To determine the time required for a write for a given
technology, we calculate the minimal clock pulse width needed
for correct operation at 45nm and scale that timing down using

CLK 

D D’ 

Q 

Q’ 

Fig. 7. Circuit diagram for latch used in roadmap.

Fig. 8. Circuit diagram for standard 6T SRAM bit cell used in roadmap.

TABLE IV
ROADMAP PREDICTIONS FOR ALL THREE CIRCUITS.

Technology Inverter ζ Latch ζ SRAM ζ
45nm ≈ 0 ≈ 0 6.1e-13
32nm ≈ 0 1.8e-44 7.3e-09
22nm ≈ 0 5.5e-18 1.5e-06
16nm 2.4e-58 5.4e-10 5.5e-05
12nm 1.2e-39 3.6e-07 2.6e-04

the pair delay ratio of 45nm to our target technology (Table I).
As in the inverter case, we apply parameter variation in a
direction such that it increases the delay of the D → Q write
until such point that the write fails. Table IV shows the failure
probability of the latch due to variation.

B. CMOS SRAM

Our third and final circuit in this roadmap is one that
is well known to already have high failure rates in current
technologies, namely the SRAM six transistor bit cell shown
in 8. Like the latch above, an SRAM can fail in many different
ways:

• Readability: where an SRAM cell cannot be read within
a specified cycle time.

• Writability: where an SRAM cell cannot be written within
a specified cycle time.

• Stability: where reading an SRAM cell causes its neigh-
bors to be disturbed sufficiently to change their content.

For simplicity we only consider the writability failure mode.
To test the SRAM bit, we initialize it with a one, set the bit
lines such that they will attempt to write a zero into the cell,
pulse the word line, and measure the delay before the internal
cell node takes on the new value. Like before, the timing is
scaled using the pair delay ratio from Table I.

Because SRAM devices are small and therefore exhibit large
threshold variations caused by random dopant fluctuations, we
use a somewhat more complex parameter space for the SRAM.
In addition to the length and mobility of the P and N-Channel
devices, we consider each of the threshold voltages of the
six transistors within the SRAM as separate and uncorrelated
variables. This leads to a parameter space of dimension 9, but
the same type of analysis is performed as before, i.e. finding
the worst case direction, and then performing a search to find
the failure point. The results are shown in Table IV.
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Fig. 9. Impact of NBTI on failure probability trends.

C. Aging

Figure 9 plots the impact of NBTI on failure probability for
each circuit across technologies. Failure trends are plotted for
manufacturing time failures and for 1, 5, and 10 year lifetime
estimates. Vth shift due to NBTI over a desired time span is
estimated assuming nominal Vdd, temperature, and 50% duty
cycle (active operation and not sleep mode) using techniques
from [12].

V. CONCLUSIONS AND FUTURE WORK

Our attempt in assembling this roadmap is to sensitize our
research community to the types of resilience problems that are
expected in the near future as technology scaling continues. To
this end, we intend to make the models, methodologies, anal-
ysis scripts, and results freely available for other researchers
to examine, improve, correct, and extend. The authors do not
claim to have produced the last word on this subject, but rather
the first. Throughout the paper we pointed out places where,
for the sake of simplicity and expediency, we consciously
made approximations and took short-cuts in order to get this
initial roadmap started. We indeed look forward to seeing
others take up this challenge, and to continued lively dialogue
in this area.

Some specific study directions that we recognize would be
of interest:
• Impact of power supply, which is already known to be

highly detrimental to SRAM. Many of the resilience is-
sues raised in this paper are often dealt with by increasing
power consumption, but such a solution is not sustainable.

• Impact of operating temperature, especially in connection
with aging mechanisms.

• Impact of all types of extrinsic noise particles.
• Extending the roadmap to deal with intrinsic noise

sources (i.e. noise generated within the circuit and devices
themselves).

• Comparative study of different types of circuits, e.g.
taking a family of latch implementations and comparing
their resilience (somewhat like what was done in [11] for
performance).

All the material associated with this roadmap can be
found at the web site for the predictive technology models:
http://ptm.asu.edu/
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