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Challenge Problems in Reliable Aerospace Electronic Systems
Microelectronics used for aerospace applications, whether for aircraft or spacecraft, are subject

to a variety of stringent requirements that include, but are not limited to:

• Significant size, weight and power (SWaP) constraints.

• Extreme reliability requirements in often harsh operating environments such as radiation,
temperature, humidity, shock, or vibration. For example, many systems must be able to
operate in the natural space or upper atmosphere radiation environment and many military
systems must also be able to survive and operate in the radiation environment created by the
detonation of nuclear weapons.

• High performance requirements based on the need for real time data signal processing and/or
high data storage capability.

The failure or even transient mal-operation of a device in a critical circuit could result in either the
loss of a satellite or prolonged unavailability, both of which could have severe economic or national
security implications. Although the general scenario for an aircraft is less severe, microelectronics
failures can also result in costly downtime and extreme passenger inconvenience with attendant
deleterious economic impact.

Because of the extreme operating environment and the strict safety or mission requirements, it
is easy to pigeonhole aerospace systems as an extreme exception to normal computational systems.
As many aerospace organizations are often using the same or similar hardware as other consumers
of commercial electronics, aerospace systems are a canary for impending reliability problems in
other types of systems. Already, we have found similar problems in large-scale terrestrial appli-
cations, as the lessons learned from aerospace systems did not transition to supercomputer design.
Without changes to system design, smaller safety-critical systems, such as medical and automotive
technologies, will have more reliability issues as technologies scale. Therefore, the challenges that
aerospace designers are facing currently are very likely an indicator of how terrestrial and safety-
critical systems will be in the future, if the reliability problems are allowed to worsen as technology
scales.

In the following sections of this report we will identify and discuss the most critical challenges
imposed on aerospace microelectronics by the conflicting needs that arise when one is faced with
the requirement to provide a system based on simultaneous SWaP, reliability, performance and cost
constraints.

1 Background
While many organizations that build aerospace computing systems are not electronics manufactur-
ers, they do significant amounts of system-level design, making aerospace organizations some of
the most expert consumers of electronics. Most organizations also undertake a great deal of the
necessary environmental testing, including radiation, mechanical, and thermal testing, to ensure
part and system reliability. Much of this data is being published openly in journals, such as the
IEEE Transactions on Nuclear Science and IEEE Device and Materials Reliability. While there has
been an increasing use of modeling tools for predicting radiation reliability of analog devices, these
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tools are not sophisticated enough to predict unexpected problems from bad design or manufactur-
ing. For complex computational devices, such as field-programmable gate arrays (FPGAs), fault
injection tools that simulate single-event upsets have been useful for predicting workload-specific
behaviors, which have allowed organizations to use accelerated radiation experiments as a final
verification tool instead of a discovery tool.

Since many organizations are trying to leverage as much commercial electronic technology as
possible, the testing necessary to qualify devices for space and avionics programs puts them in a
unique position to observe trends in both commercial and radiation-hardened technology. Modern
SRAM devices often not only suffer from single-event upsets, but shrinking feature sizes have
caused multiple-bit upsets to dominate [14, 11]. Both SRAM and DRAM memory devices are often
plagued with either single-event latchup or high-current events that force the device to be frequently
rebooted to avoid permanent device destruction, and single-event functional interrupts can cause
widespread corruption of the memory array that stymie the most commonly used error correcting
codes [15, 10, 13]. Many organizations are trying to use commercial computation devices, such as
microprocessors and FPGAs, to increase the amount of computation that can be done in-situ before
sending data off system [8]. Commercial devices have problems with single-event latchup and are
particularly sensitive to accumulated dose effects, such as total ionizing dose and displacement
damage [6, 5]. FPGAs can have a complex array of single-event functional interrupts, single-
event transients and single-event upsets that cause device availability and data reliability issues
[12, 3, 17]. As commercial computational components become more common in space systems,
commercial analog devices for data movement have become more common. While commercial
analog devices can provide faster data rates than radiation-hardened analog devices, commercial
analog devices often experience single-event latchup in high radiation environments. Furthermore,
many radiation problems are interlocked with power and thermal problems, where increases in
temperature and decreases in voltage can cause a non-linear increase in radiation sensitivity [4].

In the next two sections we will discuss specific challenges for satellites and airplanes sepa-
rately. For the remaining document, the discussion will summarize common challenge problems
and potential solutions.

2 Satellite Overview
In comparison to traditional computing systems, satellite systems are relatively “flat” systems. Of-
ten, most of the computation is done in specialized hardware using a real-time operating system and
very little software. Satellites can have complex hardware designs with relatively little use of soft-
ware. As it is, many current satellites do not have enough software to make complex decisions and
are commanded manually. On top of it, large satellites with multi-organization, multi-country col-
laborations often maintain isolation between separate sub-systems and limit manually commanding
the individual instruments. In smaller satellites, much of the fault-protection system can be reduced
to putting the system into a “safe state” by turning the satellite to the sun and waiting for a man-
ual command from the ground station. While more autonomous satellites are desired, the satellite
would need to be able to make complex and reliable decisions on error-prone hardware. On one
hand, automating some decisions will allow for quicker response in cases where the instruments
might be damaged, such as overriding commands that could potentially damage instruments. On
the other hand, there remain concerns that mal-functioning satellites can either potentially damage
other spacecraft [1] or reveal sensitive information or hardware to other countries [2].
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Future planned and envisioned spacecraft pose a number of unique challenges concerning mi-
croelectronics that can be delineated into two distinct categories:

• Traditional spacecraft are generally large and very costly systems that are expected to last for
at least a decade on orbit. For example, this class of spacecraft can weigh more than 10,000
pounds, cost over $1B USD/satellite, take a decade to build, last longer than a decade on
orbit, and be a multi-national collaboration with dozens of payloads. Satellites are deployed
to accomplish specific missions, such as navigation (GPS), communications (Cable TV),
intelligence gathering, or weather forecasting (NOAA).

• Micro or mini satellites are small satellites specifically designed for short duration missions.
This class of spacecraft can weigh less than 100 pounds, cost $25M USD/satellite to build,
take years to build, and last two to three years on orbit. Small satellites might only achieve
one mission, such as a space weather experiment or a specific surveillance need. Small
satellites might need to operate in a “swarm” of similar satellites to accomplish an overall
mission.

The microelectronic challenges for each are somewhat different but equally daunting. Both are
discussed in the following sections.

2.1 New Challenges for Traditional Spacecraft
Emerging requirements for this class of spacecraft now call for extending mission life to greater
than 15 years and flexible payload capabilities. In addition, to provide a better remote sensing
capability many satellites will be required to either operate in a Medium Earth Orbit (MEO) at
2,000–25,000 kilometers above the earth or a prolonged South-Atlantic Anomaly (SAA) environ-
ment [18] which will impose the need for increased radiation hardening and fault tolerance.

Typical payload needs involve phased array antennas that may require significant on-board sig-
nal and data processing, which in the end will also drive a commensurate increase in data-storage
capability; “smart” power management and distribution systems; far more capable command, con-
trol and data handling for the spacecraft; and built-in payload flexibility through hardware and
software reconfiguration. In order to meet the processing needs, it will be necessary to employ an
increasing number of advanced microelectronics devices, including > 500 MIPS microprocessors,
solid state recorders, Gb SDRAMS, > 14-bit ADCs, > 1 Mgate SRAM-based FPGAs and other
types of deep submicron ( < 130 nm) devices with little or no space heritage and that are not, in
general, designed for either high reliability or radiation exposure. Based on this increasing depen-
dence on commercial technology, a “layered” approach to fault mitigation and tolerance will be
needed for large-scale satellites systems. Already, there are some point solutions of using multiple
devices to increase reliability, such as memory or FPGA scrubbing devices [7] that remove errors
from memory-based devices. For FPGAs, the scrubbing circuit plays the role of a watchdog that
monitors the state of the health of the other device. In addition, improved and cost-effective testing,
screening and qualification approaches will be needed.

Thus, the basic challenges for the advanced technology microelectronics for this class of system
are:

• Reducing the cost of testing and qualifying components and instruments for space
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• Allowing for more systematic and complete exploration of reliability, robustness, and perfor-
mance while reducing design time and costs

• Removing the isolation between design layers which prevent opportunities for synergistic,
multi-layer system optimization resulting in reduced capabilities in size/weight/power/reliability
envelope

2.2 Micro/Mini Satellite Challenges
While many of the above noted challenges apply, there are a few added ones imposed by this class
of spacecraft. The challenges for small satellites include, but are not limited to:

• The need for increasingly robust microelectronics based on the added vulnerability from
the use of composite materials for the satellite structure that are thinner and lighter than
previous materials used. As these materials provide less shielding from radiation, devices will
experience an increase of radiation effects from single-event effects and the accumulation of
dose.

• Multi-dimensional design tools that can address satellite “swarm” availability and perfor-
mance requirements to simultaneously optimize performance, number of assets required, and
individual asset requirements/capability.

2.3 Space Discussion
Based on the above discussion concerning satellite system needs, we can provide a listing of cross-
layer challenges that must be addressed to support future aerospace microelectronics and electronic
system design. The satellite-specific challenges include, but are not limited to:

• Reducing the cost of testing and qualifying components and instruments for space

• Allowing for more systematic and complete exploration of reliability, robustness, perfor-
mance, weight, and survivability while reducing design time and costs.

• Allowing for reliable circuit and sub-system designs using state-of-the-art hardware, includ-
ing multicore processors, so that mission requirements for reliability and radiation robustness
can be met with modern hardware devices.

• Calculating overall system fault grading and composable error rates/failure estimates for
multi-component systems.

Thus, it is recommended that a program that addresses cross-layer challenges be initiated.

3 Airplane Overview
Airplane systems have similar challenges to satellite systems, because many airborne applications
use commercial electronics in harsher environments with longer life requirements than typical
ground applications. Airplane systems contrast to space systems in that their usage environments
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may be less severe in terms of thermal extremes or radiation exposure, but more severe in terms of
vibration and thermal cycling. Airplanes may have several cycles (takeoff, cruise, landing) daily
and operate in a variety of locations with significantly different thermal, moisture and contami-
nant exposures. Unlike space systems, aircraft also have comparatively easy and frequent access to
maintenance.

Reliability requirements for airborne electronic systems vary depending on the criticality of
application, often characterized by three major levels: flight critical, mission critical, and non-
critical. Flight critical applications are those involved with controlling flight, have the highest
level of reliability and safety requirements, and often utilize older, established legacy electronics
for which reliability can be assured. Mission critical applications in military aircraft are those
involved with mission planning, identification and response to threats, situation awareness, and
communication with other platforms. For airplane systems, performance and reliability are both
important, but newer electronics are desired to provide faster, more accurate, and more detailed
solutions. Multilevel reliability and fault tolerance are important considerations for mission critical
applications. Non-critical applications are any other type of electronics, such as those providing
office functions or passenger entertainment.

Although aircraft can have a platform life requirement of 30 years or more, the electronics on
board may be replaced more often, and may have planned technology refresh cycles of 5 to 10
years.

3.1 New Challenges for Aircraft Applications
There is a growing dependence on Commercial-Off-The-Shelf (COTS) electronics in military and
commercial aircraft platforms to provide unique, faster and more competitive functional capabili-
ties while minimizing total ownership costs. As feature sizes decrease, electronics become more
susceptible to airborne environments, especially atmospheric radiation. Newer technologies (< 100
nm) may have shorter expected life than required or needed, due to increased susceptibility to en-
vironmental fatigue factors.

Some specific airplane challenge areas:

• Environmental qualification and testing to provide reliability of commercial electronics in
airborne environments.

• Security and prevention of unauthorized access or sabotage. This challenge may drive addi-
tional fault-tolerance measures incorporated in a multi-layer system design.

• Lightweight solutions that tolerate increasing aging effects and in-system device failures.
Examples might include multi-layer data integrity assurance features, such as health moni-
toring, troubleshooting and health management features. Reliability sensors and/or circuitry
designed to indicate exposure levels to harsh environments (e.g. “cage canary” circuits) could
help in this.

• Efficiently addressing a wide range of reliability requirements. This might suggest tunable
reliability, where the ability to tune in high-reliability features or not would allow the airplane
or the operator to change the reliability of the system depending on mission needs at different
times (e.g. ability to go to “red alert”).
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4 Discussion of Challenge Problems
There are a number of challenge problems identified by the Aerospace working group:

• Widening Gap Between Mil/Aero and Commercial Parts
• Design for Worst-Case Environment
• Multidimensional Optimization Problem
• Testing Bottleneck
• Part vs. System Reliability
• Flexible Mission/Science vs. Fixed Capabilities
• Assuring Supply Chain
• Increased Aging Effects

An overview of the aerospace challenge problems is provided below.
Widening Gap Between Mil/Aero and Commercial Parts: Over the years, radiation-hardened

space technologies have lagged commercial technologies by as much as 10–20 years. Despite the
fact that existing defense and space semiconductor markets are becoming increasingly nonviable,
a recent push for “trusted foundry” [16] electronics are forcing designers to use Mil/Aero devices.
Leveraging commercial technologies would allow designers to employ more aggressive compo-
nents in aerospace systems, but would require part- and system-mitigation techniques.

Design for Worst-Case Environment: Many satellites are expected to endure years in a harsh
radiation environments with rapid temperature cycling and an initial intense vibration. Airplanes
are also designed for a similar environment with more mechanical problems caused by repeated
turbulence and landing conditions. As many designers are margining for worst-cases in thermal,
radiation, and mechanical situations, it is possible that designers will margin for the scenario when
all three areas are in problematic scenarios at once, which could lead to extreme worst-case margin-
ing for a scenario that is unlikely to occur.

Multidimensional Optimization Problem: Most satellite/avionics designers are trying to
optimize performance, reliability, power, thermal and weight. Mission requirements often impose
fixed hard limits on power, thermal, reliability and weight. Optimizing these limits can be very
hard to manage as changes along one dimension (power, thermal, reliability, weight) affect the
other dimensions. Furthermore, the power, thermal, reliability, and weight problems are often the
responsibility of different teams with different skill sets. As no tool currently exists to optimize
all of the problems at one time, it is currently done manually. While experienced systems-design
teams often come to very good solutions, the tendency is to over-design the system.

While there is a low power density for space, aircraft have a far less constrained power supply.
Unfortunately, more powerful systems often translate to heavier systems and heavier systems cost
more money to fly. Therefore, minimizing weight for airplanes is necessary.

Testing Bottleneck: Many organizations are responsible for initial environmental testing to
determine worst-case reliability calculations in an attempt to eliminate parts that will not meet mis-
sion requirements or be too difficult to work with. The advantage of using Mil/Aero or “heritage”
parts (i.e., devices used in previous space missions) is that initial testing can be eliminated or mini-
mized. The disadvantage of using commercial parts is that often times the organization will need to
do all of the initial environmental testing, which can be costly. In recent years, dynamic testing to
determine workload-specific reliability has become necessary. For some devices, such as FPGAs,
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fault injection can be helpful in minimizing the testing burden for dynamic testing. Because inade-
quate/incomplete testing can lead to a false security and in-field system failures, most organizations
will pay to get it right, which leads to conservative over-design or over-testing of the system.

Part vs. System Reliability: System reliability is often considered intractable, so many
organizations focus on part reliability. While part-specific error mitigation methods can be useful
and should be encouraged, there are only a few point solutions available for solving reliability
problems at a system level. The side effect of this situation is that it encourages wide “margin of
error” design practices that can lead to slow, heavy, power-hungry, and expensive solutions.

Flexible Mission/Science vs. Fixed Capabilities: Currently, the science and national security
concerns that drive our space programs change several times over the course of a satellite’s lifetime.
Most satellites are commissioned and designed for a specific science and/or national mission need
and the only access to post-deployment changes are through software. On top of it, satellites can be
damaged during and after deployment, making them unusable. Due to the growing need for “op-
portunistic” missions, many satellite operators do attempt to make “heroic” changes to the satellite
to collect necessary data, which can irreparably damage a satellite. The only current solution is
to launch new satellites, which could cost billions and take years to build. More adaptive satellite
design could weather changes in the science, the mission, and the satellite while deployed.

There is a similar need in airplanes to be more flexible. Currently, even minor modifications
to the software of an airplane can force the airplane to be re-certified. As re-certification can take
months, this situation deprives designers of the ability to use late-bound information to change the
system for the better.

Assuring Supply Chain: For the military and national security missions, guaranteeing that
parts are not counterfeit or have not been tampered with has become difficult. This problem has
lead to heavy reliance on trusted foundry hardware.

Increased Aging Effects Newer technologies (< 100 nm) may have expected lifetimes that
are too short to be economically accommodated, demanding frequent manual repair and/or exces-
sive over-provisioning of resources. These shorter lifetimes arise from increasing susceptibility to
environmental fatigue factors and aging mechanisms [9]. Without new mitigation techniques, this
could prevent access to advanced technologies.

The above set of problems leads to a culture of conservative over-design of aerospace systems.
The aerospace community is often forced to avoid deploying new electronics that could enable
better in-situ processing and/or decision making. Currently, our satellites are becoming rapidly
overburdened. Over the past decade as our threats have increased, the need for more satellite
coverage and more data collection has out-stripped our satellites’ capacities. At the same time,
other countries have found access to space easier, as these countries are not as concerned with
mission failure. Even though we are currently technologically superior to nearly every other nation
in space, this gap could close rapidly. Conservative, manual over-design to meet strict mission
requirements will not help us remain technologically superior. Remaining technically aggressive
by leveraging new computational technology with shorter lifetime and experimental spacecraft
will help us not only maintain our technological superiority but can increase national security at
the same time. Doing this responsibly demands that we find suitable system-level techniques to
mitigate the reliability problems of modern, commercial technologies so that system reliability
goals are not compromised in the process.
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5 Potential Solutions
The working group proposed and discussed a number of solutions to the challenges described
above. These discussions are detailed below for reference, but they should be no way regarded as a
complete discussion of potential approaches.

Modeling the (Performance, Reliability, Power, Thermal) Tradespace: By encapsulating
information from the devices, designers can work at the system level, instead of at the part level. To
be able to help designers, modeling tools that manage the complexity of these problems are needed:

• Memory architecture solutions for known device sensitivities
• System reliability analysis
• (Reliability, Performance, Power, Temperature) optimization
• Methods for managing multiple reliability problems
• Simulation of lifetime aging problems
• “Day in the Life” simulations

Agile Satellite Solutions: By using adaptive or multi-level reliability solutions, satellite ca-
pabilities would not be as static. More adaptable satellites would be able to change reliability
requirements over different phases of the mission life. By linking satellites to radiation monitor-
ing systems (either in the loop or data updates from ground stations), the spacecraft should be
able to adapt to changing space weather conditions once a threshold for corrective action is met.
Furthermore, multi-level reliability solutions that use either software-based hardware checking for
fault tolerance, such as the Hubble servicing mission, or reconfiguration to adapt to space weather,
lifetime aging, and science changes will create more flexible satellites. Finally, to make this type
of satellite work, autonomous analysis tools and methods for assuring continued functionality are
needed.

Multi-Core Solutions that Address a Wide Application Space: Currently, many aerospace
organizations are catching up to multi-core computing. At this stage, there is very little understand-
ing about how multicore devices will work in high-reliability environments. As long as common
failure modes are not likely, many possible mitigation strategies will exist, but there is currently not
enough information about multicore-specific failure modes.

Dual Purpose Reliable and Secure Computing Solutions: Many of the same ideas that
researchers have been working on for reliability would also be good for security. In particular, fault
encapsulation could be useful for both reliability and security by keeping intentional or random
errors from hurting the data or the system. Tools that can handle both problems are needed as well.
Combined reliability/security tools will allow designers to achieve both secure and reliable designs,
will provide test methodologies (modeling, fault injection, field tests) to validate systems, and will
provide system tests for in-field operation.

6 Conclusions
In this paper, we have presented a number of challenges that face aerospace designers. Due to the
strict constraints on aerospace systems and the harsh operating environments, designers are often
trying to find the best solution to multiple reliability problems. The use of cross-layer reliability
solutions would allow designers to build more flexible and agile systems that would allow them to
adapt to the many challenges ahead for aerospace systems.
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